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ABSTRACT

The ability to accurately characterize an underwater sound source is an important prerequisite for many
applications including detection, classification, monitoring and mitigation. Unfortunately, anechoic
underwater recording environments required to make ideal recordings are generally not available. This
paper presents a practical approach to source characterization when working in an imperfect recording
environment; the source spectrum is obtained by equalizing the recording with the inverse of the chan-
nel’s impulse response (IR). An experiment was conducted in a diving well (depth of 5.18 m) using a log-
arithmic chirp to obtain the IR. IR length is estimated using methods borrowed from room acoustics and
inversion of non-minimum phase IR is accomplished separately in the time and frequency domain to
allow for a direct comparison. Results indicate that the energy of controlled sources can be recovered
with root-mean-square error of —70 dB (10-70 kHz band). Two equations, one coherent and the other
incoherent, are presented to calculate source spectral levels of an unknown source in a reverberant envi-
ronment. This paper introduces a practical procedure outlining steps to obtain an anechoic estimate of an

unknown source using equipment generally available in an acoustic laboratory.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Underwater source characterization is important for numerous
applications. For example, passive acoustic detection and classifi-
cation can be improved by knowledge of the sound characteristics
of the object of interest. With knowledge of the source, array con-
figuration and specifications can be optimized for monitoring. As
another example, environmental compliance laws regulate an
environment by putting limits on emitted acoustic energy, so that
a sound source needs to be well understood before being used in
the environment. Unfortunately, anechoic underwater recording
environments required to make ideal recordings are generally
not available or are cost-prohibitive.

An anechoic recording contains the direct arrival of acoustic
energy from a source to the hydrophone with minimal noise or
wall reflections. Sound levels estimated from recordings made in
a reverberant environment (such as a test tank or pool) generally
overestimate source levels due to additional wall reflections and
noise. It was found [4,9] that the acoustic power of a source can
be separated from reverberant energies by measuring the spectral
pressure at one or more random locations in a reverberant
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enclosure (yielding spatial mean spectral levels). Recordings must
be conducted in the far field of the source, e.g., the hydrophone is
placed within the homogeneous and isotropic reverberant field. An
estimate of the source is obtained by adjusting recorded levels
with calculated reverberant energies. The reported error for a
100 Hz broadband white noise source [4] is ~1.5 dB and expected
vs. calculated spectral levels for pure sinusoids differ by 0.1-5.8 dB.
This approach provides an economic way [9] to estimate source
power but is inherently limited to an incoherent estimate. To our
knowledge, no other approaches exist for characterization of sound
sources in underwater reverberant environments. Here, we follow
a different ansatz using methods borrowed from room acoustics to
estimate and invert the recording channel.

The recorded signal is the convolution of the source signal with
the impulse response (IR) of the channel, hence, in principle, con-
volving the recorded signal with the inverse of the IR equalizes
the channel (see Section 2), yielding an anechoic estimate of the
source signal (Ref. [27] serves as an excellent introduction to
deconvolution). The acoustic IR can be estimated with an excita-
tion signal and by convolving an inverse filter with the received
signal [24,6]. Theoretically, using an impulsive excitation signal is
the preferred way to estimate the IR since an impulse freezes the
system under investigation in time. In practice, when the test
device is not purely electrical but has an acoustic path in the
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measurement chain, this procedure has to be adjusted because the
transmitting transducer cannot realize an impulse. The excitation
signal is selected and pre-colored to maximize signal to noise ratio
(SNR) and the recorded signal reflects the states of the system over
the playback duration. Popular signals include periodic signals
such as maximum length sequences (MLS) and non-periodic sig-
nals such as linear or logarithmic sweeps. Once the IR is decon-
volved and its length is estimated (see Section 3), it can be
inverted.

Three primary methods have been investigated in room acous-
tic literature to coherently invert an acoustic IR: homomorphic
deconvolution [31,21,25], single channel least squares (SCLS, a
time domain method) [35,12,18], and inversion in the frequency
domain [10]. In principle, homomorphic deconvolution is attrac-
tive because deconvolution of minimum phase signals in the time
domain is division in the frequency domain and subtraction in the
cepstrum domain [23]. However, non-minimum phase signals
have cepstral overlap and the direct arrival cannot be easily sepa-
rated from early reflections. It was found [21] that an IR has min-
imum phase only if the wall reflectivity coefficient is small enough
(below approximately 0.4), otherwise its inverse will be acasual or
unstable. The problem in room and underwater acoustics is the
same: the IR is of non-minimum phase if partial energies (in the
time domain) are not strictly decreasing. This is clearly the case
for late reflections from a high impedance boundary (such as
water-air). In addition, spectral zeros of the IR result in narrow
band noise amplification and direct inversion is not desirable.

SCLS can address this problem and has been found to be more
practical than homomorphic deconvolution [18]. The inverse of a
mixed-phase IR in the least-squares sense can be significantly
improved using a processing delay [21,17,3] to render it causal
and improve stability. Even though only approximate equalization
can be achieved [16], SCLS is robust to measurement noise and
only partially equalizes deep spectral nulls [20], hence reducing
narrow band noise amplification after equalization. In addition, it
can easily evolve into a multi-channel method [16]. Ill-
conditioned inverse problems can also efficiently be solved and
regularized in the frequency domain [33,10]. The inverse filter is
loaded with a small frequency dependent constant to improve
the inversion. In this paper, we use and compare SCLS and fre-
quency domain inversion.

In a preliminary experiment [8], a linear sweep was used to
estimate the IR of an underwater reverberant recording channel.
The inverted IR was used to remove reverberation effects to
approximate source spectral levels (SSL) of a recorded SCUBA diver
over an appropriate band. A follow up experiment was conducted
to investigate and quantify dereverberation performance using
control sources; these results are presented in the following
sections.

This paper presents a practical procedure for underwater acous-
tic experimentation to recover an anechoic estimate of a source
recorded in a reverberant environment. It is structured as follows:
First, the problem is formulated in Section 2 and Section 3
describes the proposed experimental procedure which is validated
by an experiment (Section 4). Methodology of data analysis is pre-
sented in Section 5 followed by results in Section 6. The paper con-
cludes with a discussion in Section 7.

2. Mathematical formulation

Fig. 1(a) shows a diagram of the inverse problem in an under-
water recording environment. The recording process can be mod-
eled as the convolution of individual IRs. Here, the input signal of
the source d;(t) is recorded in a reverberant channel g(t) with a
hydrophone r,(t). The hydrophone is connected to an analog to
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Fig. 1. Pool diagram showing schematics of (a) the inverse problem with an
unknown source and (b) the forward problem with a known source.

digital converter (ADC, denoted by r;(t)) and the recorded output
signal d,(t) is stored on a hard drive:

do(t) =11(t) * 12(t) * g(t) * di(t). (M

The problem of interest here is to estimate the input signal
which is not immediately possible since both the source and the
IR of the channel are unknown. To estimate the IR, the source sig-
nal is replaced by a known signal, shown in Fig. 1(b). For the for-
ward problem, the source signal s(t) is fed through a playback
and pre-amp device p,(t) which is connected to a transmitting
transducer p,(t). It is assumed that both the unknown source and
the transmitting transducer have similar directionality and are of
similar shape. The channel and the recording equipment is the
same as in the inverse problem and the recorded signal is denoted
by o(t). For convenience in the rest of this paper, the total IR com-
bining the playback and recording devices with the channel is
abbreviated by the filter h(t) (Eq. (2)).

h(t) =ri(8) * r2(t) * g(t) * p,(t) * py(t) (2)
o(t) = h(t) * s(t) (3)

Our first task is to identify the IR of the system h(t) which is
convolved with the input s(t) to the system to produce output
o(t) (Eq. (3)). Since the pool remains unchanged except for random
fluctuations due to pool pumps and outside disturbances (such as
wind), we assume that the resulting channel is an ergodic stochas-
tic system. If we further assume that the in-phase and quadrature
components of both amplitude and phase each have Gaussian dis-
tributions, the sinusoidal pressure in the channel follows a Ray-
leigh distribution [13] which is a function of absorption
coefficient o;, combined surface area (A;) of the walls and water
surface, and distance (r) from the source to the hydrophone. The
68% range of the sinusoidal sound pressure level (SPL) distribution
(corresponding to approximately one standard deviation (SD),
denoted by o) was derived in [5] and is a linear approximation
between ¢ and r for a poorly reverberant enclosure (this is where
the constant in Eq. (4) comes from). Here, the original equation is
slightly modified to average over six non-uniform absorption coef-
ficients, corresponding to the boundaries of a rectangular
enclosure:

+0 ~ 40r(1 - Z‘é")z (iaiA,») B, )

i=1 i=1
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The idea behind Eq. (4) is that square sound pressures are propor-
tional to the energy density ratio of the reverberant and the direct
sound field. The units of dB are relative to the mean reverberant
SPL of a recorded signal. Therefore, the recorded system’s IR h(t)
must be approximated by a sufficient number of realizations and
its expectation will be denoted by E[h(t)]. Note that the actual pres-
sure distribution for broadband signals with different amplitudes is
more complicated [34,15] and Eq. (4) will be used to approximate
the SD (averaged over all frequencies) of the stochastic system.

Each realization of h(t) can be estimated using an appropriate
excitation signal [7] such as MLS, linear or logarithmic sweep,
Golay sequence, and random noise. First, an inverse filter f(t) is
computed which equalizes the excitation signal (Eq. (5)). For a log-
arithmic sweep, f(t) is the derivative of the time reversed excita-
tion signal, which compensates for the non-white spectrum. In
this case, an inverse filter's 3 dB per octave slope will equalize
the pink spectrum of s(t) (slope of —3 dB per octave) but will intro-
duce a squaring of the magnitude spectrum and a pure delay [30].
The designed inverse filter must compensate for these effects to
deconvolve the IR h(t) (Eq. (6)). It is assumed that channel noise
and self-noise of the electrical systems are not correlated with
the excitation signal. Uncorrelated noise will at most contribute a
constant [24] to the deconvolved IR: this constant is zero if the
excitation signal has no trend, which can be ensured by proper sig-
nal design.

s(t) « f(t) = (1) ()
o(t) * f(t) = h(t) = s(t) « f(t) = h(t) (6)

After a sufficient number of realizations of h(t) are obtained and
E[h(t)] is estimated, deconvolution performance can be quantified
objectively for a known source. A recorded test signal o(t) is con-
volved with the IR’s inverse E[h(t)] " (Section 3 discusses coherent
inversion) to compute an estimate of the input $(t) (Eq. (7)). Note
that the performance measure does not require explicit knowledge
of the playback or recording equipment’s IRs.

o(t) * E[h(t)] ™" = h(t) * s(t) = E[h(t)] " = 5(t) (7)

The unknown source signal in the inverse problem can now be
found by convolving the recorded signal in Eq. (1) with the inverse
IR E[h(t)]"". However, the inverse filter includes p, () and p,(t) and
the recorded source signal must be adjusted by the IRs of the play-
back system and the transmitting transducer:

do(t) * E[R(E)] " = 11(t) * ra(t) * g(t) * di(t) * E[h(t)]"
di(t) * (pa(t) * py(t)”!

do(t) = E[R()] " % py(t) + py(t) (8)

d;(t)

If the phase response of the playback system is unknown, Eq. (8)
can be computed incoherently to get sound pressure levels (Eq.
(9)). The power spectral density (PSD) of the output signal equals
the PSD of the input signal adjusted by the squared transfer func-
tion: Sou(f) = Sin(f)|H2(f)|. As in the passive sonar equation [32]
and using units of decibel, source spectral levels (SSL) can be com-
puted by estimating the PSD of the recorded signal Sy, adjusted
with the squared amplitude responses of the channel |H|, the trans-
mitting transducer |P,| and the playback system |P;]|.

SSL =10 l0g;(Sa,) — 20 logy(E[|HI]) + 20 10g;(|P)
+20 log;o(|P1]) 9)

Units for Eq. (9) should be stated as +¢ [dB re 1 pPa*/Hz at 1 m] for
a channel length of 1 m.

3. Proposed experimental procedure

The following steps (Fig. 2) are proposed to estimate the IR in the
forward problem in order to extrapolate the unknown source signal
in the inverse problem. The first task is to estimate the length of the
excitation signal which will be used to deconvolve the IR. In general,
it is desirable to have a long duration excitation signal to increase
the energy applied to the system and improve SNR for a single IR
realization. A long duration signal also ensures that transducers
have sufficient excitation time at lower frequencies (delayed low-
frequency components). The overlap-and-add deconvolution
approach [11] is superior to linear (the entire time signal) and cir-
cular (frequency-domain) deconvolution: it is faster and does not
impose a minimum length restriction on the excitation signal in
order to avoid circular aliasing. While linear deconvolution avoids
time aliasing, the tail of the IR might be lost if the period of succes-
sively emitted excitation signals is shorter than the IR [30]. There-
fore, we need a method to roughly approximate the length of the
IR so that the excitation signal can be appropriately designed.

In room acoustics, reverberation refers to sound that reflects
one or more times from the boundaries of an enclosure after exci-
tation by a sound source [13]. If the room is large relative to the
wavelengths of interest, it is sufficient to consider propagation of
sound energy (i.e., phase information is not required) [22]. To
determine the minimum length of the excitation signal, we need
to know the time required for the signal and reverberant energy
to decay to the noise floor. In room acoustics, reverberation time
(denoted by Tg) is defined as the time it takes for the sound pres-
sure level to fall by 60 dB after the cessation of sound (the sound is
absorbed by interacting with the boundaries). We are also inter-
ested in a somewhat different duration here, which is the time
for the sound pressure level to fall to the noise floor, since this is
the portion of the IR that can be measured or deconvolved. We will
call this the "signal to noise decay time” and denote it by Ts,.

The first step (Fig. 2(a)) in the dereverberation procedure is to
estimate Tgo, which will be used to approximate the actual rever-
beration time. This is accomplished using a formula borrowed from
room acoustics [13]:

241n(10) 1%
¢ —Slog (1- ¥ ,24/S)

where ¢ denotes soundspeed (1500 m/s for the freshwater pool
here), V denotes the volume of the pool (in m?), o; is the absorption
coefficient of each surface area A; (in m?), and S (in m?) represents
the combined area of all underwater walls and water/air boundary
of the rectangular enclosure. The absorption coefficient o (we are
interested in energy which is transmitted away from the system)
for each boundary can be estimated using

TGO =

(10)

Zy — Zj
Zw t+ Zi

a=1- , (11)

where z, represents the acoustic impedance of water and
z; the acoustic impedance of the boundary. Standard values
for z are 415Ns/m=3 (air), 8 x 10°Ns/m=3 (concrete) and
1.5 x 10° N's/m~3 (water) [14,19].

The estimated Tgp can subsequently be used to design an exci-
tation signal (e.g. a logarithmic sweep) s(t) that is approximately
5-10 times longer (Fig. 2(b)) than Tg. The frequency range of the
excitation signal should exceed the frequency range of interest to
minimize transducer transients and its maximum sampling rate
is given by the minimum sampling rate of either the playback or
recording system.

The next step is to conduct the experiment (Fig. 2(c)). Noise
sources such as pool pumps and water overflow mechanics should
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Fig. 2. Flowchart showing the proposed procedure to obtain (a)-(g) the impulse response in the forward problem and (h) the estimate of the unknown source in the inverse

problem. A detailed description of each step is given in Section 3.

be eliminated. Results correspond to SSL if source-receiver separa-
tion is 1 m. However, recordings should be conducted in the far
field region in reverberant enclosures [28] because SPL can fluctu-
ate significantly in the near field. We recommend recording 100
successive realizations of the excitation signal each separated by
a time sufficiently longer than Tsy to allow energy to decay
between recordings. In addition, we recommend recording a con-
trol signal to ensure that the IR’s inverse is correctly scaled (see
Eq. (7)). Once all excitation and control signals are recorded, the
unknown source can be recorded in the same channel.

The IR h(t) is deconvolved from the source signal (Fig. 2(e)) by
convolving each recorded response (Fig. 2(d)) with the inverse fil-
ter f(t) (Eq. (6)). Afterwards, the IR is filtered to remove resonance
frequencies. As noted above, the room must be large relative to the
wavelengths (lowest frequency) of interest. The task is to identify
the upper bound of the transition region which separates lower
frequency distinct modes from the high frequency region with sta-
tistical properties. The frequency for which this applies is called
the Schroeder frequency f, and is given by [4]

c3 T50

fo= 06/~

(12)

In practice, the IR is band-pass filtered at this step: while the lower
bound is given by Eq. (12), actual cutoff frequencies should corre-
spond to the bandwidth of interest or might be dictated by the fre-
quency response of the equipment.

Once the IR is filtered, its length is estimated (Fig. 2(f)) with
more accuracy than the estimate obtained using Eq. (10). We pro-
pose using the measure of echo density [1] to identify the transi-
tion region from high-energy early reflections to low-energy late
reverberation. Removing the IR’s late reverberant part reduces
complexity for coherent inversion and does not significantly effect
dereverberation performance. Echo density is computed by sliding
a window over the IR and calculating the SD in each window. Early
reflections correspond to a large SD with few outliers while the late
reverberant part of the IR takes on a Gaussian distribution. The
normalized echo density captures this difference by counting the
percentage of values outside one SD: A value closer to zero indi-
cates dominant energy due to early reflections while a value near
one corresponds to the reverberant tail. Echo density is a function
of time and can be plotted concurrently with the IR to identify the
transition time (t.,q) between early reflections and late reverbera-
tion before the IR is truncated using a window (Fig. 2(g)). Window-
ing tappers early and late samples smoothly to zero and eliminates
a step-function response.

Once estimated for each realization, IRs are averaged to esti-
mate the unknown source (Fig. 2(h)) either coherently (Eq. (8))
or incoherently (Eq. (9)). The incoherent formulation can subse-
quently be immediately applied. The coherent formulation
requires inversion for the dynamics of the IR first. Inversion of
mixed-phased IR is achieved using SCLS technique [27] and a

detailed overview can be found in [8]. The optimum inverse f(t)
in the least-squares sense is given by
Fit)=[ATA] A"z (13)
A is the circulant matrix of the IR and z=[0,0...,1])", where the
spike (of value 1) occurs at the position of the delay. The processing
delay improves inversion performance by shifting energies from the
acausal part into the causal part of the IR.

In the frequency domain, the inverse of the IR is calculated
using

= H'(w)

Flo) = o) 1 e@)’ (14)
where o is the angular frequency. The complex conjugate of H(w) is
denoted by H"(w) and ¢ is a frequency dependent regularization
parameter. We allow a gain of 0.1 dB for frequencies within the
band of interest while dampening frequencies outside the band of
interest by 6 dB.

4. Pool experiment

An experiment was conducted in the University of Hawai‘i at
Manoa'’s diving well in June 2013 to quantify the performance of
the proposed procedure for source characterization. The dimen-
sions of the pool were 22.9 m by 22.9 m with a depth of 5.18 m,
corresponding to primary resonance frequencies of 65 Hz and
290 Hz, respectively. To estimate the IR of the recording channel,
a Fostex recorder (Tokyo, Japan, Model FR2-8347) was used for sig-
nal playback and signals were pre-amplified with a Roland OCTA-
Capture device (Los Angeles, CA, Model UA1010). The channel gain
of the pre-amplifier was adjusted depending on the signal from 0
to 6 dB. All signals were checked with an oscilloscope during play-
back, which was connected to a second output on the Roland
OCTA-Capture device. The amplitude responses of both the Fostex
and the Roland device are nearly uniform. A single CR1 Sensor
Technology Limited transducer (Seattle, WA, SN: 09178-01) was
connected to the pre-amp. The response of the transducer is band
limited from 10 kHz to 100 kHz and not uniform. The minimum
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Table 1
Overview of recorded signals.
Signal type Duration  Start  Step Stop Repetition Pre-amp
[s] [kHz]  [kHz] [kHz] gain [dB]
Linear sweep 3 1 - 85 50 3
Logarithmic 3 1 - 85 50 3
sweep
M-Sequence 5 1 - 85 50 0
Sinusoids 5 5 5 85 10 3
Mixed 5 5 1 85 1 3
sinusoids
White noise 4 10 10 80 10 6
Mixed 5 5 1 85 1 3
sinusoids
(+2 cm)
Mixed 5 5 1 85 1 3
sinusoids
(+4 cm)

and maximum sensitivity 111.5dB re 1 puPa/V at 10kHz and
136.5dB re 1 pPa/V at 35 kHz, respectively.

A total of 9 TC4032-1 Teledyne-Reson hydrophones (Slangerup,
Denmark) were used to record data. Four were placed in a spheri-
cal configuration around the CR1 at a distance of 1 m. Multiple
receivers were used because either inversion method is capable
of using multiple channels. However, only data from one of the
four channels were used to compute results for this paper. The 5
remaining hydrophones where placed at random positions in the
diving well, at least one wavelength away from reflective surfaces.
The response of the Reson hydrophones is nearly flat at —170 dB re
1 V/pPa throughout the whole band of interest (10 kHz to 70 kHz).
The minimum and maximum sensitivity are —172.6 dB re 1 V/uPa
at 12.4kHz and -168.6dB re 1V/uPa at 54.5 kHz. Data were
recorded on nine channels of a custom Technologik ADC (Seattle,
Washington) with a sampling rate of 264.60018 kHz. An analog
high pass filter at 0.5 kHz and a 100 kHz analog low pass filter were
used to pre-filter the signal to reject low frequency noise and addi-
tional energy at higher frequencies. The gain setting of the ADC
was set to 20 such that the maximum amplitude of the recorded
signal remained at about 0.6 V for most signals to avoid clipping.

Three different types of signals were played for IR calculations:
linear and logarithmic sweeps and MLS. Sinusoids at different fre-
quencies and white noise (10 kHz bandwidth) were also tested.
There was a pause of 4 s after each signal to ensure that all input
energy decayed below the noise floor. The distance of the spherical
configured hydrophone was increased to 1.02 m and 1.04 m after
all tests were completed and playback of sinusoids was repeated.
This test was performed to investigate if incoherent dereverbera-
tion requires a strict channel geometry. Table 1 shows an overview
of all signals played, their respective length, frequencies and total
number of repetitions.

5. Analysis of data and performance measures

The following sub-sections discuss how Tgy can be estimated
from recorded data to validate Eq. (10) (Fig. 2(a)). The same
method can be used to estimate T, of the IR which gives the upper
bound for the IR’s length (Fig. 2(f)). The following sub-sections dis-
cuss how the deconvolved IR is filtered (Fig. 2(e)), how its window
is computed (Fig. 2(g)) and performance criteria for coherent inver-
sion (Fig. 2(h)). The final sub-section discusses dereverberation
performance measures for control sources.

5.1. Estimating Tep and Ty, from data

The standard way to obtain Tgy experimentally is known as
the method of backward integration [29] and was previously

used [8] to estimate Ty, of an underwater channel. Schroeder
showed that the ensemble average of the squared signal decay
is equivalent to an integral over the squared IR. Here, a slightly
modified method is used to plot remaining energy versus time
of the deconvolved IR h(t) to (a) estimate Ty, and dynamic
range (measured from direct arrival until the IR decays into the
noise floor) and (b) obtain a second estimate of Tgq by extrapolat-
ing the linear region of the decay curve to a 60 dB drop. Knowl-
edge of Ty, is required to estimate an upper bound of the IR
length for analysis and the extrapolated value for a 60 dB drop
will validate Eq. (10).

In particular, [2] modified Schroeder’s method by subtracting
an average noise term #2 from the squared IR g with additive
noise #:

wo = [ " (g0 + (o — ) (15)
- / (@ (1) + 28(00(T) + nA(T) — )

This method can be used to extend the decay slope and clearly sep-
arate the IR from the noise. As the noise #(t) can be either positive
or negative, the second term in the expanded binomial integrates to
zero. When Eq. (15) is integrated over a time much longer than Tg,,
the trend is dominated by the noise term because the integration
time t is close to the upper integration limit and the IR has decayed
into the noise floor. However, when the time t is close to the begin-
ning of the signal, the trend is dominated by g?(t) and corresponds
to a decay curve. The transition region between the decay curve and
the noise marks the end of the measured IR. Signal to noise decay
time and dynamic range of the IR can be estimated from its decay
curve.

5.2. Filtering of data

After the IR is deconvolved from the recorded signal (Fig. 2(e)),
it is filtered over the bandwidth of interest. The lower frequency
bound is given by Eq. (12). Here, the Kaiser bandpass filter has a
pass-band from 5 to 75 kHz. The lower limit is motivated by the
frequency response of transducers (we used a high-frequency
transducer well above the Schroeder frequency), the upper limit
to reject noisy bands from the ADC. The filter has a ripple ratio of
0.1 dB, a stop-band attenuation of —60 dB and the transition bands
are chosen to be 1 kHz.

The IR is windowed (Fig. 2(g)) using a combination of left half-
kaiser window (right edge at direct arrival), rectangular window
and right half-kaiser window (left edge at t.,4). After windowing,
all signals are downsampled to 150 kHz.

5.3. Coherent IR inversion

If a coherent estimate of the unknown source is desired (Fig. 2
(h)), the IR needs to be inverted using a time or frequency domain
method. Inversion performance is quantified after coherently con-
volving the computed inverse with the IR (essentially the inverse is
an equalizer). Equalization performance is determined both in the
frequency and time domain: for ideal equalization, the resulting

signal D(t) = f(t) = h(t) is a delta function centered at the position
of the delay m (same delay as the spike in vector z in Eq. (13)).
Equalization performance in the time domain is a measure of both
amplitude and phase and given by

& = D(m). (16)
Equalization performance in the frequency domain is evaluated

using the magnitude deviation [18] of the equalized IR and is used
to measure incoherent equalization performance:
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= R S
& = |7 _(10 logyo|D(k)[ — D) ; (17)
k=0
where
- 14 ~
D =10 log,o|D(k)!. (18)
Ii=

In Egs. (17) and (18), I corresponds to the length of the FFT with fre-

quency bins k and Fourier coefficients D of the equalized signal D.
Magnitude deviation is invariant to the length of the FFT and, for
ideal equalization, equates to zero.

5.4. Dereverberation performance

Dereverberation performance is quantified by adjusting the
recorded control signal with the expectation of the inverse IR. Inco-

herently, an approximation to the PSD of the control signal S, is
computed by adjusting the PSD of the output signal S, with the
ensemble average of the channel’s amplitude response |H|:

10 logyo(Ss) = M[10 logyo(So) — 20 logy (E[|HI])]. (19)

To reduce the variance due to the SPL distribution, adjusted PSDs
are further smoothed on the decibel scale using a zero-phase mov-
ing average filter M. All results are computed with a 1 Hz resolution
(this means, for example, that filter length of 200 points corre-
sponds to a 200 Hz bandwidth).

The ensemble average of coherently inverted IRs (Egs. (13) and
(14)) is computed incoherently

10 logyo(Ss) = M[10 logyo(So) + 20 logq(E[|F|)) — 2D, (20)

where |?| is the amplitude response of either f(t) or I?(w). The equa-
tion is further adjusted by a constant, equal to the spectral mean of
the equalized IR (D, given by Eq. (18)). The contribution from the
regularization parameter in Eq. (14) must also be included in D.
Comparing results from Eq. (20) to results from Eq. (19) will allow
an estimate of the additional error due to the coherent inversion
procedure.

Dereverberation performance is measured using incoherent
root-mean-square error (RMSE):

-1/2
1

RMSE_lologm{NZHskSW} ; (21)
k=1

where S and S are the PSD coefficients of the recovered and the orig-
inal signal, respectively. The RMSE is computed over a spectral
bandwidth of N coefficients whereas k denotes the frequency bin.

6. Results
6.1. IR estimation

Acoustic IRs were calculated using Eq. (6) for linear and loga-
rithmic excitation methods. Fig. 3(a) shows an IR obtained using
a logarithmic sweep. Fig. 3(b) shows a spectral comparison
between two randomly selected realizations of 200 ms long IRs
using a linear and a logarithmic sweep. Both were computed using
a bin width of 3.3 Hz and smoothed using a moving average filter
of 201 points. The range in Fig. 3(b) is less than one because the
combined transfer function attenuates signals from the input (Fos-
tex playback system) to the output (ADC). Both excitation methods
produce a similar spectral shape except at about 42 kHz.

To estimate ¢ for the stochastic IR from data, the SD for each fre-
quency (10-70 kHz band, 1 Hz resolution, 50 averaged realizations)

was computed on the log scale (20 log,,). Results were averaged
over the entire band to yield the average SD. For the log. excitation,
o = +1.35 dB and for the linear excitation, ¢ = £1.92 dB. Using val-
ues for the diving well (given in Sections 4 and 5.1), the theoretical
sinusoidal pressure distribution (Eq. (4)) yields ¢ = +1.94 dB.

Magnitudes of the mixed sinusoids (Table 1) were averaged over
a duration of 4 s and divided by the input amplitude. The result is
plotted against the excitation methods in Fig. 3(b). Sinusoids follow
the overall trend of the transfer functions, the biggest exception being
the dip at 42 kHz. This indicates that the IR using logarithmic and lin-
ear excitation is correctly scaled. Similar plots were computed for
recorded sinusoids offset by 2 and 4 cm (Table 1). Computed ampli-
tude ratios are within 2o of the exponential transfer function.

Fig. 4(a)-(c) demonstrates the effect of coherently averaging the
IRs both in the time and frequency domain. The coherently aver-
aged IRs were aligned by their maximum value before averaging
in the time domain. The figure demonstrates a significant amount
of destructive interference at higher frequencies, which is clearly
visible above 60 kHz. In addition, destructive interference is also
apparent in the 15-40 kHz band. Note that the AIRs could also be
aligned by their maximum correlation coefficient to reduce
destructive interference. However, coherent averaging of IR real-
izations is problematic due to high fluctuations of the waveform
in the time domain. To avoid this problematic, we average incoher-
ently in Egs. (19) and (20).

6.2. ng and Tsn

The theoretical Tgo (Eq. (10)) for the pool is 282 ms using acous-
tic impedance values given in Section 5 and dimensions of the pool
given in Section 4. The corresponding Schroeder frequency (Eq.
(12)) is approximately 356 Hz, which is close to the resonant fre-
quencies of the pool (<300 Hz). Fig. 5(a) shows calculated IR decay
curves using Eq. (15). The linear trend of the IR is clearly visible
after the approximately 8 dB drop due to the direct arrival. Best-
fit linear regression lines computed for all limits in between 150
and 250 ms, using a 1 ms step size, indicate a Tgp of 247 ms (corre-
sponding to an upper integration limit of 225 ms and a residual of
0.9994).

As discussed in Section 5.1, Schroeder’s method can be used to
estimate Ty, and dynamic range of the deconvolved IR. If the
selected upper integration limit in Eq. (15) is too short (e.g.
125 ms in Fig. 5(a)), not all energy of the IR is included and the lin-
ear range is not maximized. If the integration limit is much longer
than Ty, (e.g. 400 ms), a secondary, linear trend above 225 ms is
visible due to noise. Between 175 and 225 ms, the order of the IR
terms are similar to the order of the noise, corresponding to a
dynamic range of more than 45 dB. For inversion performance
analysis, 175 ms was selected as the upper limit of the IR length.
Fig. 5(b) shows an IR plotted with its echo density. The echo den-
sity indicates a diffuse room before the direct arrival marked at
time 0. Afterwards, early reflections dominate the statistics of the
echo density until the room is diffuse at about 80 ms.

To validate the modified method by Schroeder and the selected
upper length of the IR, 50 clock aligned IRs recorded by the five far
field hydrophones were averaged and shown in Fig. 5(c). The expo-
nential decay of the late reverberation is evident in the figure. The
direct arrivals of the far field hydrophones are aligned with respect
to the direct arrival in Fig. 5(b). The plotted noise reference line is
on the same order as the noise between 175 and 225 ms.

6.3. Coherent inversion of IR

Fig. 6 shows channel equalization performance versus process-
ing delay of the least-squares filter using Eqgs. (16) and (17) for a
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randomly selected IR length of 152 ms (19 k samples, 10-70 kHz
band). Equalization is significantly improved by increasing the pro-
cessing delay: the greatest improvement is above 4 ms (500 sam-
ples points) and a noticeable improvement for & is observed at

152 ms (same length as the inverted IR). Without a delay,

& = 3.28 and & ~ 0.001. Results are similar for IR lengths ranging
from 50 to 175 ms. In conclusion, the performance of the inverse
filter improves significantly using a processing delay.
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6.4. Dereverberation results

We applied the dereverberation methods proposed here (Eq.
(7)) to known sources. Doing so allowed us to establish the mini-
mum length of the IR required to achieve reasonable dereverbera-
tion results, investigate the expectation operators in Section 5.4,
and explore the length of the moving average filter. This section
presents the results for the incoherent and coherent formulations.

For both formulations, the linear sweep was selected as the
source (or control) signal because of its smooth spectra. The IR
was calculated using the logarithmic excitation. First, the effect
of varying the number of realizations for the ensemble average of
the channel was explored. For these calculations, an IR length of
100 ms was used with no smoothing. The most significant RMSE
reduction was achieved when increasing the number of realiza-
tions from 1 to 10: corresponding error decreased exponentially
by about 7 dB. Using all 50 realizations, the error was reduced by
an additional 1 dB. To minimize computational load for coherent
inversion in the time domain, 10 realizations were selected for
the ensemble average when investigating effects of smoothing
and IR length.

6.4.1. Incoherent inversion

Incoherent dereverberation results were computed using Eq.
(19) and 10 realizations were used to approximate the channel’s
amplitude response |H|. Results are shown in Fig. 7(a). Performance
is function of both smoothing and IR length: error contours indi-
cate that the error decreases as both parameters increase. Most
improvement occurs as the length of the IR increases to 50 ms with
minor additional improvement for further increases in IR length.
The running average filter reduces the variance of both the transfer
function and the recorded signal and significantly improves the
RSME.

Fig. 8(a) shows the PSD of the recorded linear sweep which
served as the source signal for Fig. 7. The recorded signal is
adjusted with 1, 10 and 50 realization of the transfer function
(Fig. 8(b), (c) and (d), respectively) using an IR length of 100 ms
and smoothing filter length of 800 points. Increasing the number
of realizations smooths out the dereverberated signal primarily
in the 18-25 kHz band and approximately at 40 and 70 kHz. The
improvement from 10 to 50 realizations is minor. Similar analysis
for other test signals (i.e. white noise using various bandwidths)
yields similar results.
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Fig. 7. RMSE in dB of dereverberated linear sweep. (a) Incoherently inverted IR, (b)
coherently inverted IR using time domain (Eq. (13)) and (c) frequency domain (Eq.
(14)) method. The expectation in Eqs. (19) and (20) is computed using 10
realizations of the inverted exponential sweep and RMSE ticks correspond to
contour surfaces.

6.4.2. Coherent inversion

Dereverberation results using time-domain coherent inversion
were computed using Eq. (20). First, the inverse of the IR is com-
puted in the least-squares sense with a delay of 150 ms before
averaging over 10 realization. RMSE results are shown in Fig. 7
(b). An IR length of 50 ms is required to achieve similar results to
those using incoherent dereverberation. Comparing the length of
the moving average filter at the —69 dB error contour in Fig. 7(b)
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(about 800) to Fig. 7(a) (about 500) indicates that dereverberation
performance is reduced for the same length of the moving average
filter. This result shows that trying to invert for the dynamics of the
system increases the overall error. The PSD adjusted with the
coherently inverted IR is shown in Fig. 8(e). This plot is computed
using 10 realizations, an IR length of 100 ms, a delay of 100 ms and
smoothed with an filter of 800 points. The shape is similar to the
incoherent results but performance is poor below 35 kHz.

Fig. 7(c) shows the performance of the frequency domain inver-
sion and allows a direct performance comparison to RMSE of the
time domain method in Fig. 7(b). The error contours increase
slightly when compared to the incoherent results in Fig. 7(a) but
less than the time domain results in Fig. 7(b). This comparison
indicates that the IR inverse should be calculated using Eq. (14)
(at least from a magnitude persecutive). Fig. 8(f) shows results
using frequency-domain coherent inversion. This plot is computed
using 50 realizations (execution time is negligible) and the length
of the inverse filter is the same as the length of the FFT. The perfor-
mance increases lightly in comparison to Fig. 8(e) and results look
very similar to the benchmark results in Fig. 8(d).

7. Discussion

The first task in applying the methods presented here for source
characterization in a reverberant environment is to estimate Tgo of
the environment (Eq. (10)). This can be achieved without any prior
knowledge or additional experiments, using only the dimensions
and the approximate acoustic impedance values of the environ-
ment. The theoretical result for T, of 282 ms compares well with
the calculated result of 247 ms from data (Eq. (15)). The overesti-
mate is probably caused by a decreased reflection coefficient with
increasing frequency.

In the work presented here, the IR was estimated using both a
linear and a logarithmic signal; it was not possible to obtain the
IR using MLS. Both sweeps have similar standard deviations,
0 = 4+1.35dB for the log. sweep and ¢ = +1.92 dB for the linear

sweep. These results are close to the theoretical sinusoidal
distribution of approximately 2 dB. Eq. (4) can be used to approx-
imate the SD of the broadband, averaged IR. Incoherent results may
also be presented by plotting the adjusted PSD and its 68% confi-
dence interval. The logarithmic sweep was selected for IR estima-
tion for no particular reason except that it might be better suited
for noisier environments due to its higher SNR at lower frequencies
(which might be reflected by its reduced SD). Note that convolu-
tion of non-period signals to obtain the IR is trivial. In comparison,
MLS require a strict time assumption of the system and precisely
matching sampling rates of the recording and playback signal
(we had fractional sampling rates for the ADC).

Eq. (15) can be used to identify T, and the dynamic range of the
IR. Dereverberation performance is clearly a function of the IR
length; the chosen filter has to include all of the early reflections
and a good approximation seems to be quantifiable using echo
density. While its range is function of the sliding window length
(here 2500 taps), dereverberation performance is not too sensitive
to the IR length. In the experiment here, an IR length above 50 ms
and a smoothing filter length above 600 points yielded acceptable
results. In the absence of any information, an IR length correspond-
ing to an echo density close to one should be selected. This means
that the dynamic range of the IR can be approximately 25 dB (see
Fig. 5(a) at 80 ms) for a source with 45 dB of dynamic range (the
linear sweep has a similar T, and dynamic range as the log. sweep
in Fig. 5(c)), which is very reasonable in practice.

This paper presented two equations in Section 5.4 which can be
used to approximate a signal in the forward problem. The incoher-
ent equation does not require inversion for the dynamics of the
channel using either the time domain or frequency domain formal-
ism; subtracting the expectation of all incoherent realizations is
sufficient. Results indicate that the RMSE for a broadband signal
can approach —70 dB using moderate IR and running average filter
lengths. —70 dB corresponds to a deviation of 1/10th of the average
PSD’s power. Overall, the range and trend of the amplitude of both
the adjusted and original signal correlate well. Transducers with
uniform frequency response will help improve SNR and derever-
beration performance. For the experiment conducted here, Fig. 8
illustrates that performance is improved above 35 kHz, corre-
sponding to the optimal frequency response of the transmitting
transducer. Below 35 kHz, its amplitude response declines at about
17.5 dB per octave. RMSE computed for the 10-35 kHz band and
35-70kHz band differed by approximately 4 dB favoring the
higher frequency band. The poor performance below 35 kHz may
be due to the channel geometry (note the improvement close to
10 kHz). Results further indicate that incoherent dereverberation
might be invariant to small channel offsets and the point-source
assumption can be relaxed. Therefore, once the IR is estimated
for a given pool, any future recordings can be incoherently
adjusted even if the recording has not exactly been performed in
the original channel (this however requires additional verification
and depends on the channel). We expect that for most practical
purposes, the power of any source can be well approximated using
the incoherent formulation.

Coherent equalization requires inversion for the dynamics of
the system using Eq. (13) or (14). A processing delay (SCLS method,
Fig. 6) shifts the acausal energies in the causal part of the signal
and equalization improvements correspond to shifts past signifi-
cant partial energies in the IR. For example, the greatest improve-
ment here corresponded to a delay of 4 ms, which falls after the
direct arrival (see Fig. 3(a) at 4.04 ms). Other major equalization
improvements correspond to the dominant energies before
50 ms. This behavior of the spiking filter has already been identi-
fied in literature [27]. A distinct improvement is visible after a
delay of 152 ms, being equal to the length of the IR. For maximum
phase signals, a delay equal to the signal length minus one sample
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corresponds to the best delay [36]. Here, the signal is of mixed
phase and is seems that further improvement is possible but prac-
tically limited by the order of the pseudo-inverse (Eq. (13)). It
should be noted that coherent equalization of IRs yields poor per-
formance at offsets of fractions of a wavelength [26], which limits
the method in practice. Depending on the geometry difference
between the transducer and the source, it might be possible to
compute a coherent estimate using lower frequencies only.

Fig. 7(b) and (c) shows coherent RMSE which is slightly
increased in comparison to the incoherent case in Fig. 7(a). As
expected, performance is similar for the length of the IR in both
cases but inverting the dynamics of the system requires additional
smoothing. An error of —70 dB is achieved for the time domain
approach case using an IR length of 100 ms and a moving average
filter with 1200 points. Depending on the nature of the signal,
smoothing can significantly reduce narrow band signal features
and care must be taken in selecting an appropriate filter length.
It should be noted that coherent correlation of the IRs are poor
and taking an ensemble average might result in destructive inter-
ference if clock management of consecutive recordings is not rigor-
ously enforced. The destructive interference of coherently
averaged IRs (Fig. 4) in the lower band might be due to fluctuating
frequencies in this channel (see i.e. [13]), which complicates
obtaining a coherent ensemble average. Increasing the length of
the excitation signal will help to obtain a single IR realization
which better approximates the mean of the pressure distribution.
The channel’s expectation in Eq. (8) can be taken before or after
inversion and smoothing of the IR can be accomplished by use of
an exponential decaying window to address the pressure fluctua-
tion at the hydrophone. The constant in Eq. (20) is required since
inverting a signal in the convolution sense yields a flat spectrum
which is not necessarily unity. The same is true when designing
the inverse for the logarithmic excitation in Eq. (6).

The time variance of the system and sinusoidal SPL distribution
at the hydrophone must be addressed for both coherent and inco-
herent formulation. Including the expectation improved non-
smoothed results by more than 7 dB and clearly helped to recover
the shape of the control signal in Fig. 8. While the source signal can
be reasonably recovered using 10 realizations for this experiment,
the time variance might be larger for other environments. Record-
ing 100 logarithmic realizations is recommended for any experi-
ment which can be achieved in approximately 10 min. Results in
Fig. 7 will further improve by including the expectation in Egs.
(8) and (9) on the recorded source signal. Dereverberation results
here can therefore be interpreted as a lower performance bound
when only one realization of the unknown signal is available.

Both the coherent time (Fig. 8(e)) and frequency (Fig. 8(f))
domain inversion methods produced comparable and acceptable
results. However, the frequency domain method is faster by many
orders of magnitude. For applications using narrow bandwidths,
the SCLS formalism can produce artifacts such as pre-ringing in
the equalized IR. While our excitation signal was very broadband
(and an additional 5 kHz outside the band of interest), the fre-
quency domain inversion might offer more regularization control
for other applications. Presented results might further be improved
by optimizing the regularization parameter and to allow for varia-
tion within the band of interest.

We demonstrated that it is possible to recover a control signal
in the forward problem. Presented results are very fundamental
from a system characterization point of view and methods as well
as results (such as Schroeder’s method and the smoothing filter)
might aid in estimating the IR in more uncontrolled open ocean
environments. Also, the inversion procedure might be applicable
to localization applications for impulse like signals (such as mam-
mal clicks) to improve event detection. Furthermore, the method
presented here can possibly be used to calibrate transducers: once

all amplitude responses of h(t) are known, a transducer can be
interchanged and the difference in amplitude response can be
observed. To translate the results of the forward problem to the
inverse problem, the point-source assumption and directionality
requirement must be considered. Performance will decline if the
source to be estimated and the transmitting transducer have differ-
ent directionality, which will usually be the case. Fig. 3 indicates
that the transmitting transducer might be directional: the magni-
tude of the high-impedance surface reflection is of lower order
than the later side reflections. In addition, the forward problem
neglects the adjustment due to the IRs of the playback equipment
p,(t) and p,(t). The impedance mismatch can be kept to a mini-
mum by selecting a pre-amp with small output impedance and a
transmitting transducer with high impute impedance (voltage
bridging). Results only compare the energy for the recovered signal
and not its phase, which will be left for future investigation.
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